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Abstract

Traditionally, Gaussian assumption, implied by the Wiener process, is widely admitted for
modeling degradation processes. However, when degradation data exhibit heavy tails, this
assumption is not suitable. To overcome this limitation, this article proposes a novel class
of tail-weighted multivariate degradation model, which is built upon Student-t process. The
model is able to account for both between-unit variability and process dependency, while
allows adjusting the tail heaviness through tuning the parameter of the degree of freedom.
For reliability assessment, we derive the system reliability function and present an efficient
Monte Carlo method for its evaluation. Further, we introduce an expectation-maximization
algorithm for parameter estimation and design a bootstrap method for interval estimation.
Comprehensive simulation studies are conducted to validate the effectiveness of the inference
method. Finally, the proposed methodology is applied to analyze two real-world degradation
datasets.
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1. Introduction

1.1. Background

In engineering practice, degradation tests are commonly utilized to promptly identify
the real-time quality status, enabling reliability assessments for long-lifespan products (Zhao
et al., 2021; Chen et al., 2019). Examples of typical application include laser devices (Meeker
et al., 2022), batteries (Zhao et al., 2023; Peng et al., 2019), and fatigue cracks (Fang
et al., 2022). To accurately assess the overall quality of these products, the examination of
multiple performance characteristics (PCs) is often entailed. And these PCs tend to exhibit
strong correlations due to the stochastic nature of degradation processes. Furthermore, a
product may encounter rare events during its operation. For example, electronic devices
can be vulnerable to interference from nearby equipment or other sources of electromagnetic
emissions. Abrupt voltage pulses, such as power fluctuations or lightning strikes, can have
a significant impact on the operation of electronic devices (Peng and Cheng, 2020). When
such rare events occur, from a statistical point of view, the PCs will exhibit heavy-tail
characteristics. In response to these concerns, our objective is to develop a tail-weighted
multivariate degradation model. The subsequent example delves into these points in greater

detail, providing further incentive for our investigation.

1.2. Motivation

Permanent magnet brakes (PMBs), a type of braking system, use permanent magnets
to generate the braking force. It achieves braking by clamping a magnetic yoke through
actuating the rotor (Kou et al., 2021). To investigate the product’s reliability, 30 specimens
of PMBs as braking servo motors in injection molding machines were subjected to a degra-
dation test in a typical high-temperature environment. In this study, the malfunction of
PMBEs, characterized by the loss of magnetization (demagnetization), is represented by two
PCs: braking torque (PC1) and response time (PC2). The degradation of these two PCs
was measured at three-day intervals throughout the two-month experimental period. Figure
1(a) demonstrates the degradation paths of the PCs, while Figure 1(b) presents a scatter
plot of degradation increments and fitted empirical contour lines. Clearly, the scatter plot
indicates a positive correlation between the two PCs and the non-elliptical trend in the tail
region of the contour plane implies non-Gaussian features with tail dependency. Further-
more, we fit the data at two arbitrary time points (¢ = 9 and 18) with both normal and

Student’s t distributions, and Figure 2 displays quantile-quantile (Q-Q) plots for each PC. It
2



PC1 pPC2

30 -
500

2004 400

300

Value

100+ 200+

N

N\
AN\
AN

100+ 10+ \{ /

AN
\

04« 04«

0 5 10 15 20 0 5 10 15 20 : 10 15
Time(days x 3) PC1

(a) Degradation paths (b) Contour plots

Figure 1: PMB dagradation data.

is obvious that the sample data points exhibit a curved (or S-shaped) pattern, suggesting the
skewness and the departure from normality. And their proximity to the theoretical lines of
the Student’s t distribution (i.e., dashed lines) confirms this trend. Thus, all the aforemen-
tioned phenomena motivate us to establish a model for modeling tail-weighted multivariate

degradation processes.

1.3. Related literature

In the existing literature, comprehensive studies have been conducted on the degra-
dation analysis of single PC products, employing frameworks such as general path models
and stochastic process models. The introduction of the general path model to degradation
analysis was pioneered by Lu and Meeker (1993), and subsequent research can be found in
(Bae and Kvam, 2004; Fan et al., 2012). Unlike the general path model, stochastic process
models efficiently handle the introduced randomness from inherent variability and environ-
mental factors in the degradation process. Three primary classes of stochastic degradation
processes are widely discussed in the literature—the Wiener process (Zhai and Ye, 2018;
Zhang et al., 2023; Zhai et al., 2024), the Gamma process (Yao et al., 2024; Chen and Ye,
2018), and the inverse Gaussian (IG) process (Peng et al., 2014; Zhuang et al., 2024). A
comprehensive overview of degradation models can be found in (Ye and Xie, 2014; Si et al.,
2011).

As products become more complex, scholars are increasingly delving into the degra-

dation analysis of sophisticated systems with two or more PCs. For example, Wang et al.
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Figure 2: Normal Q-Q plot for t = 9 and 18 of PMB data, where the black dotted line is the Student’s t

distribution, and the grey solid line is the normal distribution.

(2015) constructed a multi-dimensional Wiener degradation model to make a reliability anal-
ysis for fatigue crack-size (FCS) data. Lu et al. (2020) proposed a multivariate general path
model to analyze degradation data involving multiple PCs. The model’s applications are ex-
tended to both coating degradation data and Device-B data. Fang et al. (2022) presented a
multivariate IG process with correlated random effects, and presented theoretical properties
for the analysis of system failure time. A bivariate degradation model was introduced by
Xu et al. (2018), where Wiener processes were employed to model the marginal degradation
processes. Additionally, a shared random effect was incorporated to capture the dependence

between the two degradation processes. A common stochastic time scale was introduced by
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Zhai and Ye (2023) to characterize dependence stemming from the dynamic operating en-
vironment. Zheng et al. (2023) explored reliability analysis using a bivariate degradation
model that accounts for random initial states and their correlation with degradation rates.
Jiang et al. (2023) utilized copula functions to capture dependencies among PCs and con-
ducted reliability analysis on a mechanical system. They also developed a predictive model
for remaining useful life. In addition to the aforementioned papers, other works related to
multivariate degradation processes include Fang and Pan (2023); Sun et al. (2021); Liu et al.
(2021). For a comprehensive overview, please refer to Hong et al. (2018); Kang et al. (2020).

Previous research has made noteworthy strides in multivariate degradation modeling,
primarily emphasizing the Wiener process owing to its favorable physical interpretability and
mathematical properties. Nevertheless, dynamic fluctuations in environmental conditions
can induce anomalous degradation increments in PCs, deviating from the assumption of nor-
mality, as illustrated in the motivating example in Section 1.2. Persisting with modeling the
Wiener process for such degradation data may result in suboptimal fitting, given its poten-
tial challenges in accommodating the non-normal characteristics present in the degradation
data. To the best of our knowledge, there is currently a scarcity of scholarly investigations
that account for the heavy-tailed characteristics observed during the multiple-dependent
degradation processes. To bridge this research gap, our goal is to propose a robust statisti-
cal model to characterize the degradation processes of multiple dependent PCs. Compared
to the Wiener process, the tail-weighted process exhibits greater flexibility and holds signif-
icant advantages in handling and adapting to outliers, particularly in the fields of finance
and economics. However, its application within the reliability domain is notably scarce,
especially in characterizing the degradation paths of complex systems. Peng and Cheng
(2020) first constructed a univariate Student-t model to analyze the degradation data of a
single PC. Our research extends this model to a multivariate setting, enabling the simul-
taneous modeling of the interdependent degradation processes of multiple PCs. The main

contributions and innovations of this article are as follows:

o Built upon the Student-t process, a multivariate degradation model that can account
for both between-unit variability and process dependency has been proposed. The
model is robust enough to accommodate tail-weighted data by allowing for the adjust-

ment of tail heaviness through tuning the parameter of the degrees of freedom.

o The model possesses some nice statistical properties so that a tractable expectation
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maximization (EM) algorithm triggered by a nonlinear least squares (NLS) step has
been developed for parameter estimation. Additionally, we have designed a bootstrap

approach for interval estimation.

« We have derived the system reliability function and propose a Monte Carlo (MC)
method to address the computational challenges associated with its evaluation. Thor-
ough investigations on two case studies are conducted to demonstrate the applicability

of the proposed approach.

1.4. Overview

This article is structured as follows: Section 2 introduces the tail-weighted multivariate
degradation model and utilizes the MC method for reliability estimation. In Section 3, we
propose a two-stage parameter estimation method, and the performance of the estimation
method is demonstrated through numerical simulation in Section 4, and two examples il-
lustrating the application of the method are provided in the subsequent Section 5. Finally,

our findings are summarized in Section 6.

2. Tail-weighted multivariate degradation model

2.1. A new multivariate degradation model

Consider a system that has p PCs. Let Y () = (Yi(t), Ya(t),...,Y,(t)) represent the
degradation values of the p PCs of a system at time ¢ (¢ > 0), where Y;(¢) denotes the
degradation value of the j-th PC at time ¢. The model considered in this paper is formulated

as follows:

05 .
ﬁWJ(AJ(t))aj = 17"'7p7

O = (0y,0,...,0,) ~ Ny(n,Z0/7), (1)
T~ G(v/2,2/v),

Y;(t) = 0;05(t) +

where ;s are the drift parameters, d;s denote the diffusion parameters, and A;(t)s signify
the time scale transformation functions, which are non-negative, monotonically increasing
functions of time ¢. Wj(+)s are the standard Brownian motions and are independent of each
other. The vector ® captures the random effects assigned to the drift parameters, addressing
the interdependence among the degradation processes of the p PCs. We assume © follows

a p-dimensional normal distribution with mean n = (91,72,...,7,)" and covariance matrix
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3o/7. Here, n; > 0, and Xy = (04;)pxp is a positive definite matrix. We denote o,; = 0]2-, is
the j-th element on the diagonal of the matrix 3,. The probability of 6; being negative can
be negligibly small when 7;/0; > 0, which is often a reasonable assumption in practice (Lu
and Meeker, 1993; Peng and Cheng, 2020). The latent variable 7 acts as a scale-weighted
parameter, adjusting the tail flatness of the joint distribution Y'(¢) at time ¢. We assume
that 7 follows a gamma distribution with shape parameter v/2 and scale parameter 2/v,

and the probability density function (pdf) of 7 is given by:
7_1//2—1
OEIERE
where I'(+) is the gamma function.
Let X(t) = diag{A(t), ..., A(t)} and Qs = diag{07,...,d,}. Based on the model (1),
by integrating out ® and 7, the joint distribution of Y'(¢) at time ¢ is

fg(T)ZF

exp(—v7/2), T,v >0,

Y (1)~ T, (Ay(1),U(2),v), (2)

where 7, (-, -, v) denotes the p-dimensional Student’s t distribution with v degrees of freedom,
Ay(t) = (mAL(t), ..., (t) and U (t) = X(t)XX(t) + X(t)Qs, It is worth noting that
when v = 1, the Student’s t distribution becomes a multivariate Cauchy distribution, and
when v — oo, the Student’s t distribution reduces to a multivariate normal distribution.
Assume that we take m measurements for the j-th PC, and the measurement time
tm)y = (t1,...,tm)". The corresponding degradation values of the j-th PC are denoted as
Yi(tom) = (Yi(th), ... ,Y(tm)). By integrating out of §; and 7, the joint distribution of
Yj(tm) is

Yi(tmy) ~ Ton (1505 (E ), Vi (Em)) 5 ) (3)

Where Aj(t(m)) = (Aj(tl),...,/\j<tm))/, V}(t(m)) = U?Aj(t(m))/\j(t(m))/ —f- 5?Q(t(m)) and
Q(t(m)) = min{A; (t5,) , Aj (ts,) Hi<si,so<m- The mean and variance of the degradation pro-
cess Y;(t) are n;A;(t), and v/(v — 2)V;(t), respectively. Thus, at any given time ¢, the

Pearson correlation coefficient between Y}, (t) and Y}, () can be expressed as

Y}l t ;}/}2 l)] = J1J2 t) = 2 , '
p[ ( ) ( )} ’ ( ) \/0'32’1 + 6?1 /Ajl (t) \/0?2 + 5]2'2/Aj2 (t> ( )

where 0,5, = pj,j,0;,05,. This equation reveals the dynamic correlation between any two

PCs. Initially, there is no correlation between the components (i.e., pj,;,(0) = 0), but as
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time progresses and degradation advances, the correlation gradually strengthens, eventually
approaching a long-term stable value pj,;,(00) = pjij,-

Remark 1: Based on equations (2) and (3), it can be observed that model (1) possesses
the capability to detect outliers, both within a single PC and across multiple PCs. The
parameter v serves as a control parameter that determines the probability of outlier presence
when monitoring the degradation of these PCs. Varying values of v allow for adjustment
in the sensitivity of the model towards outliers. A smaller value of v enhances robustness
against outliers due to heavier tails in Student’s t distribution. Consequently, even if there
are outliers present in the data, reasonable estimates for model parameters can still be
obtained. Conversely, a larger value of v reduces sensitivity towards outliers and focuses
more on modeling normal behavior within the data. This may result in ineffective capture
and modeling of outliers, leading to inaccurate or misleading outcomes. Therefore, careful
selection of v enables a balance between robustness against outliers while maintaining an
appropriate level of sensitivity towards normal behavior. This facilitates effective monitoring
and analysis of degradation patterns across multiple PCs by considering both normal and
outlier behaviors. This paper, based on data-driven methods, uses a two-stage statistical
inference approach to estimate model parameters and the degrees of freedom v, as detailed

in Section 3.

2.2. Reliability analysis

Let w; denote the failure threshold level for the j-th PC. Consequently, the lifetime
of the j-th PC is defined as the time at which its degradation first surpasses the failure
threshold (Di Nardo et al., 2001). That is,

T; = inf{t : Y;(t) > w;}.

Given 0; and 7, Y;(t) follows a Wiener process. As a result, the lifetime 7} conforms to a
transformed inverse Gaussian distribution, specifically, A;(T;) ~ ZG(w;/8;,wi+/7/d;). The

conditional pdf of Tj is expressed as

(H0.) — w;j oy | @ = 0505(8)°7 | dA,(D)
B8, 7) = e o v b b0, 5)

The joint pdf for 17,75, ...,T, can then be calculated as:

ftntacnty) = [ [ TLA6 107 f(©17) (a0 ©)
8



We assume a competitive relationship among the p PCs, considering the system to have
failed when any PC reaches the failure threshold level. Thus, the lifetime of the system is
defined as:

T,=inf{t : Yi(t) > wy or --- or Y,(t) > wy} = min{Ty,...,T,}.
Then the reliability of the system at time ¢ is
Ry, (t) = P{T, >t} = P{Ty > t,...,T, > t}

+oo +oo (7)
= / f(t1,ta, ..., ty)dty - - - dip.
t t

Considering the computational challenges associated with evaluating the integral in (7), we
employ an MC method to estimate Rr,(t). In essence, the MC approach involves generat-
ing random samples from the distribution of interest, in this case, the joint distribution of
T1,Ts,...,T, as defined in (6). Then we can find the lifetime of the system, and further esti-
mate the reliability function Ry, (t). The procedure of the MC method can be implemented
through Algorithm 1.

Algorithm 1: Reliability function estimation by MC approach.

Input: ¢,v, X, n;,w;, Aj(t), and §;,j =1,....,p.
Output: Rr, (t).
for ¢=1to () do
Generate 7% from G(v/2,2/v);
Generate ©* = (05, . .. ,9;’;)/ following N, (1, ¢/7%);
Given the generated 07 and 7, generate T} from (5), denoted as 7T7;
Obtain T}, = min {T7,...,T;}.
end
Estimate Ry, (t) by Zle Itz >11/Q, where 1y denotes the indicator function.

This MC methodology provides a computationally feasible solution to the analytical
integration complexity encountered in this context. By circumventing the need for explicit
analytical solutions, we leverage statistical sampling to gain insights into the system’s re-
liability, making the computational process more manageable and adaptable to complex

models.



3. Statistical inference

Assuming that there are n systems involved in an experiment, the degradation of each
system’s PCs is measured at different time points: ¢;1,...,%;,,, and the degradation values
of the p PCs at time ¢, are denoted as Y, = (Yi14,-..,Yipx), where i = 1,... n and
k=1,...,m;. Let AY;, =Y, — Y1, where t;o = 0 and Y;y = 0. Based on model (1),

we know that
Qs
Aifi’ﬂ(‘)i, T ™~ Np AZ(th)@Z, —AE@Z,]@) 5
Ti

O, ~ N, (0, Zo/7:), (8)
7~ Gv/2,2/v),

where AX(t; ) = X(t; ) — 2(tik—1). For the j-th time scale transformation function A;(t),
we assume a parametric form with an unknown parameter +;, represented as A;(¢; ;). The
choice of the specific form for A;(¢;v;) can be determined based on engineering experience or
empirical investigation. Commonly used forms include the power law function A;(¢; ;) = t%
and the exponential function A;(t;7;) = exp(y;t) — 1. Let v = (71,7%,..,7)". Then
the model parameters are ® = (1, Qs, Xo,v,v). Let AY; = {AY; s,k = 1,...,m;} and
Y ={AY;,i=1,...,n}. Then the likelihood function of ® is expressed as:

m; p/2

€(Y|¢):ﬁ// 11 7 ‘1/2

1 (2m)2| QAT (1)

Ti

L (AYi — AB(1,)0)) (AB (L)) (AYi - Az:(ti,k@i)}]

7 (2 / —
e (e )

X exp { o)

v/2—1
7'-/

T2

exXp { — gTi } d@lde

Given the complexity of (9) and its involvement in intractable integration, the direct max-
imization of log/(Y|®) to obtain the estimate of ® proves to be a challenging task. In
light of this complexity, the EM algorithm stands out as a powerful tool for handling high-
dimensional parameter estimation problems. By alternating between the E-step and M-step,
one can manage latent variables and optimize complex likelihood functions (Dempster et al.,

1977; Wu, 1983). It is worth noting that the parameters in this model typically manifest
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Figure 3: Proposed two-stage algorithm for model parameter estimation.

as vectors and matrices, introducing additional intricacies into the estimation process. Fur-
thermore, managing parameters associated with the time-scale transformation function A;(t)
during iterations may present specific challenges.

Consequently, we propose a novel two-stage parameter estimation method to solve this
problem, as illustrated in Figure 3. Based on the data Y, we initially employ the NLS
method to estimate the parameters 4 and n (see Section 3.1 for details). Here, « serves
as the final estimate, while 7 can be utilized as the initial value for the subsequent steps.
For the estimation of other parameters ¥ = (n,3;, 3, v), we utilize the EM algorithm,
considering ©; and 7; as missing data, achieved through iterative execution of the E-step
and M-step until convergence is reached (Wan and Bai, 2024), as detailed in Section 3.2.
Ultimately, following the two-stage algorithm, we obtain point estimates for all parameters

in the proposed model.

3.1. Nonlinear least squares estimation

NLS is a statistical method used for estimating the parameters of nonlinear regression
models. The estimation is obtained by minimizing the sum of squared residuals (SSR), where
residuals are the differences between the observed values and the values predicted by the
model. In our study, E[Y;(t)] = n;A;(t;7;), which indicates that the relationship between
the degradation values of the j-th PC and time ¢. Given the observed data {Y;j,i =
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1,...,n,k=1,...,m;}, we define the SSR for the j-th PC as follows:

SSR; =S5 (Vi — il (tini 1))2d = 1, (10)

i=1 k=1

The estimate (9;,7;) can be obtained by minimizing SSR;, that is,

(4;,7;) = arg min SSR;. (11)

AR

Estimates (9;,7;) can be derived using optimization techniques like Gauss-Newton, Levenberg-
Marquardt, or gradient-based methods, which are favored for their rapid convergence, and
suitability for complex, high-dimensional nonlinear optimization problems. Once these es-
timates {(9;,7;),7 = 1,...,p} are obtained, A;(¢;4;) can be treated as a known function,
and 7); can serve as an initial value in the EM algorithm. To streamline the discussion, we

will use the notation A;(¢) to represent A;(¢,4;) in the subsequent subsections.

3.2. EM algorithm

To alleviate the complexity of integration in (9), we consider (@,71) = {©;,7;,i =
1,...,n} as the missing data. Let AA;(¢;x) = A;(tix) — Aj(tix—1). Based on the complete
data {Y,®, 7}, the log-likelihood function of ¥ is

K(Y,@,TPII) :Xn: {gc -+ (M —_ 1> Int; — mizp:lnéj

i=1 2 j=1
1 d 1 :
_ 5 ZZIHAAJ(tZ’k>} — 5 ZT@' (Zgz,k + gi,O + V) ;
j=1 k=1 i=1 k=1
where
m; + 1 1 v v v
(. = _(mi+Dp In27m — §ln |3| — lnf(i) + 5 ln(§),

2
lio=(0; —1)E;'(©;, —n),
lip = (AY ) — AD(:4)0,) (UAS () " (AYik — AS(L4)0)).

The EM algorithm acquires the estimate for ¥ through iterative execution of the E-step
and M-step until convergence is achieved. Assuming that the optimal solution in the M-step

at the s-th iteration is denoted as ¥ in the subsequent (s + 1)-th iteration, the E-step

12



involves computing the following Q-function:

0 (qf | \Il(s)> —B [6(\1! 1Y,0,7) | Y, \Iﬂﬂ
:i {ec+ <w 1) [y, v —mifjlnaj
— j=1
- ZZlnAA ik } - %Z { ZE [n@,kmyj,qx(s)]

] 1 k=1 i=1 N k=1

(13)

+ E [Tifi70|AYi7 ‘I’(s)] + VE[TAAK, ‘I’(S)]},

where the expectations are calculated concerning the conditional distribution f(©;,7; |
AY;, ¥©)). (13) involves four conditional expectations: E[ln7;|AY;, )], E[r;¢; ,|AY;, )],
E[7ili 0| AY;, 9] and E[r;|AY;, )], We need the following results to derive the condi-

tional expectations.

Theorem 1. Given AY;, the conditional distribution of ©; and T; can be decomposed into

the following two distributions.

(a) ©;|AY;, 7, ~ N, (1i, Xe,/7i), where Xe, = [Eal + leE(timi)rl and p; = E@i(Ealn—i—
Q'Y ).

(b) T:|AY; ~ G <m”§+”, - ﬁf(, 2+U>, where K;1 =Y 1) AYifkﬂglAE_l(ti’k)AYi’k—i—nTzaln
The proof of Theorem 1 is provided in the Appendix A. From Theorem 1 (b), E(r;|]AY;, T)
and E(In ;] AY;, ) used in the E-step can be easily computed, which are

p + ]/(5)

E(r;|AY;, T©)) =
i ) K - K3+ 0@’

)

4 (s) K@ _ g® 4 e
E(ln 7| AY;, ¥)) = o (%) - < Y :

(14)

where ¢(z) = dInT'(z)/dx represents the digamma function, K (1 and K S) are K;; and
K; 5 with the parameters W substituted by o)

Theorem 2. Given the joint distributions of ©; and 7; in Theorem 1, if the solution in the
M-step at the s-th iteration is ©') | then

B (03, ) =10 (555 < (1137, ) (1) 5 (40
13



E (T,-ei,kmy;, \11<8>> — tr (Az(ti,k)ﬂglzgz) +E (Ti’AY;, \11<8>)
x (- Azrl(ti,k)mqk)' (BAS (1) (1~ AZ (1) A )

The proof of Theorem 2 is given in the Appendix B. Given the results in theorems 1
and 2, the Q-function can be completely determined. Then we update the optimal solution
in the M-step at the (s + 1)-th iteration as

T — arg IIl‘IE}XQ (\IJ | \II(S)) : (15)
This can be accomplished by taking the partial derivatives of @) (‘If | \IJ(S)) with respect to
the parameters, and solving these equations.

Theorem 3. Given the solution in the M-step at the s-th iteration is U the solution of
(15) can be updated as follows:

S wUE (nlAay, w)

(s+1) _
"7 prm—
S E (rlAY, w)
sy _ St (B8 BRIAYL W) — ) — |
0 - n 7
. 1 n my B
% =g 2 [AS(t:4)ZG) + B(r]AY;, ©)
=110y =1

X (1 = AT (1) AV (1 — AT 1) AYi) |-

The proof of Theorem 3 is given in the Appendix C. Besides, the update of v can be
implemented by maximizing the following function:

2 T(v/2) + vin(v/2) + 2 Y [E (lnTi|AYi, 11;<8>) _E (Timyi, \p<s>)] . (16)
n
i=1
Given the initial values \II(O), the EM algorithm can then be executed until convergence
according to a specified criterion. Consequently, the ML estimate for ¥ can be obtained.

Formally, the EM algorithm in our study can be implemented through algorithm 2.

3.8. Interval estimation

In addition to point estimation, there exists a significant interest in establishing in-

terval estimates for the model parameters W. These interval estimates take into account
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Algorithm 2: Implementation of the proposed EM algorithm.

Input: Y,\II(O), €.

Output: ¥ = {5, 3;, 3, D).

while | | @) —w® || > ¢ do

E-step:

Compute E[r;|AY;, ¥®)] and E [ln 7;|AY;, \II(S)} by (14);

Compute E |7;4; 0| AY;, \II(S)} and E [Ti€i7k‘AE, \II(S)} by Theorem 2;
M-step:

Update ¥+ by Theorem 3 and (16).

end

uncertainties and variability in the estimation process, providing a plausible range for the
parameters (Luo et al., 2020). This is particularly important as it allows the practitioners
to assess the precision and reliability of their parameter estimates. To construct these inter-
val estimations, it is common practice to utilize asymptotic theories. However, due to the
complexity involved in evaluating the Fisher information matrix for the proposed model, we
instead adopt the bootstrap method to obtain reliable interval estimates. The outline of the
bootstrap procedure is provided in Algorithm 3. After obtaining the B bootstrap estimates
{\il:, . \il;}, we can proceed to construct an approximate 100(1 — a)% bootstrap confi-

dence interval for a function of the parameters A(W¥). The interval estimation is constructed

[h (‘I’*> (aB/2) o (‘I’*> ((1—a/2)3)} ’

denotes the b-th order statistic among {h (‘il*> s h (‘if*> }
1 B

as follows:

where h (lil*)
(b)

4. Simulation studies

This section evaluates the estimation performance of model parameters, correlation
coefficients, and reliability through numerical simulations. We consider degradation with
two or three PCs (i.e., p = 2 or 3). Both linear degradation paths (i.e., A(t) = t) and
nonlinear degradation paths (i.e., A(tf) = ¢7) are examined. Four combinations of p and
A(t) as outlined in Table 1, which also includes the corresponding parameter values. To

characterize the heavy-tail features of the degradation values, we set the degrees of freedom
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Algorithm 3: Bootstrap algorithm procedure.

Input: Point estimate ¥ and .
Output: B resamples of the estimate {\il:, cee \il*B}

1 for b=1 to B do

2 for 1 =1tondo
3 Generate 7; from G (0/2,2/0);
4 Generate © from N, (1, 3o/7);
5 for k=1 to m; do
~ ~ -
6 Given ©; and 7;, generate AY;;, from N, <A2(ti7k)®i; QAE(ti,k)»
T
7 end
8 end
9 Obtain the bootstrapped degradation data iiv{';
10 Obtain \ilz based on Y using the proposed EM algorithm.

11 end

to v = 5. Assuming periodic measurements of degradation for n units at t = 5,10, ..., bm;,
where all m; are uniform (m; = --- = m,, = m), we assess the influence of sample size on
inference with variations in n = 10, 20, 30 and the number of observations m = 10, 20, 30.
For each setting, we conduct 1000 replications of data generated from the simulated model
and fit them using the EM algorithm. The stopping criterion for iterations is set with an
error tolerance of € = 107°. The simulations run on a notebook computer with an Intel
Core i7 processor operating at 2.3 GHz and 16GB of RAM under the Windows 11 operating
system. The computation time for parameter estimation in all sample size combinations is

within one minute, demonstrating satisfactory performance.

4.1. Performance evaluation of model parameters

To evaluate the overall quality of the EM estimation results, we calculate the root
mean squared error (RMSE) for different combinations of (n,m). Due to space constraints
and the consistency of conclusions, we provide scatter plots for scenarios I and III (with
p = 2), illustrating results for various combinations of A(¢) and (n,m). Additional results
for p = 3 are available in the Supplementary Section S1. These plots reveal minimal bias

in all parameters. Moreover, as n increases with fixed m, RMSE decreases, and vice versa.
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Table 1: Four combinations of p and A(t), along with their corresponding parameter setting.

Scen. A(t) p m m m3 07 85 63 oF o5 03 o012 013 O3 M1 Y2 M3

I 2 11 12 - 05 15 - 1 2 - 0.75 - - - - -
t

II 3 1 12 13 04 06 08 1 225 4 0.7 -10 12 - - -

III 2 11 12 - 05 15 - 1 2 - 0.75 - - 1.1 1.2 -
Tl

I\Y 3 11 12 13 04 06 08 1 225 4 07 -10 12 08 1 1.2

This trend suggests that the model exhibits satisfactory fitting performance, particularly for
moderate values of n and m.

Validating the interval estimation performance of the bootstrap procedure as detailed
in Section 4 with B = 1000, we implement it on every synthetic dataset generated in
the preceding simulations. Figure 5 illustrates the coverage probability (CP) of the 95%
confidence intervals (Cls) for the model parameters by the bootstrap in scenarios I and
ITI, where the dashed line represents the 95% horizontal line. Notably, estimations for
{m,d,~} demonstrate excellent performance, consistently achieving CP values exceeding
90% across all combinations. While CP for o may experience a slight reduction due to
sampling randomness and the intricacies of matrix computations, the results remain within
acceptable ranges. Notably, as both n and m increase, the CP for all parameters shows a

continuous improvement.

4.2. Performance evaluation of correlation coefficients

Furthermore, we evaluate the performance of the proposed statistical inference methods
in estimating correlation coefficients. We fix m = 20 to examine how the evaluation of
correlation coefficient performance varies with different n, while other parameters remain
consistent with Section 4.1. Under these settings, the average absolute correlation coefficient
among PCs across the four scenarios is 0.482, characterizing the dependencies between PCs.
Figure 6 displays the RMSE (x1072) of correlation estimates across different sample sizes
and scenarios as time progresses. The RMSE of correlation estimates is relatively small and
decreases with larger sample sizes, similar to the parameter estimation results. Additionally,

as the correlation coefficients stabilize over time, the RMSE values also become stable.
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Figure 4: RMSE (x1072) for parameter estimators in scenarios I and III.

4.3. Effect of model misspecification

In this section, we perform a simulation study to evaluate the impact of model mis-
specification, specifically focusing on multivariate Wiener process models (v — o00) using
EM algorithm for parameter estimation. With the simulated data in each replication, we
perform model inferences and calculate the mean time to failure (MTTF) of the system (Luo
et al., 2024),

MTTF = E(T) = /OO Ry, (t)dt.
0
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Figure 5: CP (x100%) for parameter estimators in scenarios I and III.

The failure thresholds for three PCs are assumed to be 150,300, and 400, respectively.
Figure 7 presents boxplots of RMSE for MTTF estimators under various sample sizes in
scenario IV, with green points indicating the average RMSE. The results show that the
model estimates have a consistently small RMSE, decreasing as the sample size increases. In
comparison to the multivariate Wiener process, the proposed model demonstrates a smaller
average RMSE. Therefore, accurately characterizing the dependent degradation data with
heavy-tailed characteristics of multivariate PCs is crucial for assessing system reliability.

These precise reliability estimates aid in predicting system lifespan effectively, minimizing
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Figure 6: RMSE (x1072) of correlation estimators across different sample sizes and scenarios.

unnecessary maintenance costs and the risk of production disruptions.

5. Case studies

5.1. PMB degradation data

In this section, we illustrate the implementation of the proposed methodology by ana-
lyzing the PMB degradation data as shown in Figure 1(a). We apply the proposed model
to fit the data, providing two forms of the time-scale transformation function: i) linear form
A(t) = t; ii) power form A(t) = t7. These are referred to as models M; and M, respectively.
To assess the superiority of the proposed model, we consider two corresponding multivariate
Wiener process models, denoted as M}V and MJV , respectively. These multivariate Wiener
processes are regarded as special cases within the framework described by Fang and Pan
(2023), where the impact of random initial values is not considered. The EM algorithm is
employed for parameter estimation in both models, and the convergence of model inference

is evaluated through trace plots of parameter estimates, as shown in the Supplementary

Section S2.
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mean the average RMSEs).

Table 2 provides parameter estimates, 90% CIs, and Akaike Information Criterion (AIC)
values for different models. From these results, it is evident that the AIC values based on
the tail-weighted multivariate model consistently remain lower than the corresponding AIC
values for the Wiener model. Among the four models, the power form of the proposed
model (i.e., M,) yields the lowest AIC, leading us to consider it as the optimal model for the
PMB data. The estimation results for v reveal a faster degradation rate for PC2 compared
to PC1, consistent with observations in Figure 1(a). Additionally, the estimation results
for v indicate that the proposed model effectively captures the heavy-tail characteristics
in the data. Figure 8(a) displays the estimated correlation between Yi(t) and Y3(t) at
various times, based on the proposed model, accompanied by 90% bootstrap Cls. The
estimated correlation coefficients demonstrate an increase over time. Specifically, at ¢t = 20,
the estimated correlation coefficient is p12(20) = 0.642, with a 90% CI of (0.429,0.811),
indicating a moderate correlation between the two PCs. Figure 8(b) illustrates the average
degradation fitting performance of model M, on the PMB data, demonstrating a satisfactory
fit to the degradation paths. This provides further validation of the effectiveness of the
proposed model.

For reliability analysis, we substitute the estimated parameters into Algorithm 1 and

employ MC methods with ¢) = 5000 to obtain an approximate reliability function for system
21



Table 2: Parameter point estimation and 90% CI for the PMB data.

Parameter M, M, MY MY
9.166 6.883 9.369 6.998
" (8.593, 9.685) (6.465, 7.297) (8.789, 9.916) (6.585, 7.428)
15.095 8.311 15.412 8.432
" (14.318, 15.970) (7.772, 8.940) (14.554, 16.369) (7.955, 8.934)
2 1.077 0.409 1.133 0.572
(0.999, 1.160) (0.346, 0.498) (1.074, 1.198) (0.542, 0.603)
2 2.874 0.613 2.951 0.837
(2.660, 3.096) (0.523, 0.741) (2.772, 3.108) (0.798, 0.886)
, 1.759 0.914 1.915 1.285
ot (1.358, 2.156) (0.694, 1.174) (1.511, 2.335) (1.037, 1.581)
, 2.654 1.163 2.967 1.535
72 (2.019, 3.329) (0.889, 1.490) (2.377, 3.692) (1.219, 1.871)
0.652 0.642 0.668 0.631
pre (0.440, 0.793) (0.429, 0.811) (0.449, 0.819) (0.412, 0.787)
15.986 2.596
Y (9.726, 30.000) (1.792, 3.812) ) ]
1.098 1.098
" ) (1.085, 1.114) ) (1.092, 1.105)
1.202 1.202
7 ) (1.185, 1.221) _ (1.194, 1.210)
AIC 6302.373 2488.158 6386.120 3088.899

failure time. For ease of presentation, we assume that the threshold values for the two PCs
are w; = 400 and wy = 600, respectively. Figure 9 illustrates the reliability curves of
system failure time based on models M, and M;’V . Furthermore, we compute the pseudo
failure time (PFT) of the system by determining the minimum time at which the fitted
curve for each PC reaches the threshold value. This can be achieved by simply fitting
the data for each degradation path using ordinary least squares (Peng and Cheng, 2020).
Utilizing the Anderson-Darling (AD) test for model validation, we assess the goodness of fit
for models M, and MI‘,’V . The p-values for the two models are 0.703 and 0.289, respectively,
indicating strong performance at a significance level of 0.05. However, the proposed model
M, exhibits a higher p-value, suggesting its superior performance in fitting the PMB data.

This commendable performance can be attributed to the robustness of the proposed model,
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enabling it to handle potential outliers or noise more effectively.
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Figure 9: The estimated reliability of the PMB data.

While the tail-weighted multivariate degradation process excels in handling data with
heavy-tail characteristics, its performance becomes uncertain when modeling data without
heavy-tail features. Therefore, we use the following example to demonstrate the robustness

and flexibility of the proposed model.
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Figure 10: Degradation paths of the FCS data.

5.2. Fatigue crack-size data

The alloy FCS data is obtained from Meeker et al. (2022), and we divide the dataset
into three segments, creating a three-dimensional degradation process (Fang et al., 2022).
For simplicity, we subtract the initial crack size of 0.9, and the resulting degradation paths
over some observation times are depicted in Figure 10. The boxplot indicates the absence
of outliers in the degradation values for the majority of PCs. For such data without strong
heavy-tail features, we utilize the proposed model, fitting it with the exponential time scale
transformation function A(t) = exp(yt) — 1, denoted as M,. Additionally, the corresponding
multivariate Wiener process model, denoted as MY is considered. Parameters for each
model are estimated using the EM algorithm, and their convergence trace plots can be
found in Supplementary Section S2. Table 3 lists the estimated parameters along with their
respective AIC values for each model. Due to suboptimal fitting results and page constraints,
the outcomes for the M; and M} models are omitted. The estimated parameter v for model
M, is 27.827, suggesting that the data doesn’t show significant heavy-tail behavior, consistent
with the results in Figure 10. Furthermore, we compare the multivariate IG process (Fang
et al., 2022), where the model’s AIC value of -1074.186 is much higher than our proposed
model. In the AIC model selection, M, performs comparably to M.

Figure 11 displays the estimated correlation coefficient under M, model, accompanied
by 90% bootstrap ClIs. At ¢ = 10, p12(10) = 0.601, p;5(10) = 0.608, and pa3(10) = 0.498,
with 90% ClIs of (0.484,0.768), (0.522,0.768), and (0.384,0.706), respectively. These values
indicate a moderate correlation among the three PCs, increasing over time. Assuming
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Table 3: Parameter point estimation and 90% CI for the FCS data.

Model Parameters
i 2 73 5% 55 5§
0.302 0.510 0.379 0.019 0.030 0.026
(0.215, 0.482) (0.295, 2.003) (0.185, 0.806) (0.016, 0.030) (0.022, 0.061) (0.017, 0.039)
O'% O'% O’% Jg12 J13 023
0.035 0.051 0.048 0.042 0.041 0.050
Me (0.011, 0.076) (0.017, 0.166) (0.011, 0.106) (0.014, 0.060) (0.020, 0.067) (0.017, 0.074)
7 2 73 v AIC
0.116 0.066 0.063 27.827
-1336.660
(0.089, 0.139) (0.021, 0.097) (0.037, 0.101) (8.614, 59.871)
m 12 3 5% 5% 53%
0.305 0.515 0.384 0.020 0.031 0.027
(0.205, 0.494) (0.204, 0.995) (0.165, 0.757) (0.016, 0.028) (0.023, 0.220) (0.018, 0.673)
o} o3 o3 o12 013 023
w 0.038 0.053 0.050 0.045 0.044 0.051
M, (0.014, 0.069) (0.011, 0.098) (0.012, 0.108) (0.004,0.050) (0.024, 0.062) (0.013, 0.073)
o] Y2 3 v AIC
0.116 0.066 0.063

- -1339.663
(0.081, 0.145) (0.017, 0.122) (0.002, 0.116)

threshold values for three PCs are w; = 0.9, wy = 0.5, and w3 = 0.4. Figure 12 illustrates
reliability estimates of system lifetime distribution under models M, and MY along with
the 90% CI for the reliability of the M, model. The fitting performance of the proposed
model closely aligns with the results of the multivariate Wiener process, highlighting the
model’s adaptability and flexibility. It adjusts tail heaviness through the degree of freedom

parameter, enabling its suitability for data without prominent heavy-tail features.

6. Conclusion

In this study, we introduce a novel class of tail-weighted multivariate degradation mod-
els. Our model proficiently accounts for both within-unit variability and dependencies among
PCs while allowing flexible tuning of the tail heaviness through the parameter of the degree

of freedom. Based on the model, we derive the system reliability and provide an efficient MC
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Figure 12: The estimated reliability of the FCS data.
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method for reliability assessment. Considering the complexities of the likelihood function
and the non-linear time scale transformation, we design an innovative two-stage parame-
ter estimation method, which seamlessly combines NLS and EM methods. Furthermore,
a bootstrap method is utilized to construct interval estimates for these parameters. Com-
prehensive simulation studies are conducted to validate the effectiveness of our inference
method. The findings indicate that: i) Larger sample sizes improve the accuracy of point
estimates; ii) The bootstrap method for interval estimation offers reasonable CPs; iii) Ig-
noring heavy-tail characteristics in the model results in significant biases when estimating
the MTTF. Finally, we demonstrate the applicability of our proposed methodology through
two case studies. Compared to other existing models, the proposed model is versatile to
accommodate multi-dimensional degradation data, both with and without heavy-tail char-
acteristics, by adjusting the degree of freedom parameters. This not only highlights the
model’s adaptability but also indicates its potential for diverse applications.

In the future, we can further enhance the model’s predictive accuracy and generalizabil-
ity by incorporating more complex dependencies and external dynamic environmental factors
(Hajiha et al., 2021). For instance, integrating variables such as operational conditions, en-
vironmental stressors, and usage patterns can provide a more comprehensive understanding
of degradation processes. Moreover, applying our model to maintenance scheduling and
reliability management is a promising direction (Zhao et al., 2022). By accurately predict-
ing degradation trajectories, our model can help optimize maintenance schedules, thereby
reducing downtime and maintenance costs. This may involve developing decision-support

systems that leverage our model’s predictions to recommend proactive maintenance actions.
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Appendix
Appendix A. Proof of Theorem 1
According to (8) and Bayes’ theorem, the joint conditional distribution of ®; and 7;

[(©;, ,]AY;) o< f(AY;]O;, 1) x f(©;]7;) x fg(T)

N ﬁ Y. {_ (AY; — AS(t)00) (UAS(tis)/7) " (AYiy — AX(tis) ©)) }
’ 2
k=1

P2 o {_ (© —m)' (Zo/m)"' (©: —m)

5 } X TZH/Q_l exp(—7;v/2)

i { (©;, — AZ ' (t:z) AYi,k)'(Q&Az—l(ti,k)/n)—l(@i—Az—l(ti,k)Am)}
ocHexp — 5

(©; — i) (e, /7)) (O; — ;) } _mip/24v[2-1 exp {_Ti (Ki1 — Kix+v) }
2 ! 2 '

(mi+1)p/24v/2—1 exp {_ (©; — ”7)T (Eo/Ti)*l (©;—n) }

ochﬂexp{—

where .
E@i = [231 + Q(S_lz(tlmz)] y M = 291'(2(;177 + 9(5_1}/;7”11')7

Kiq = Z AY QAT () AY g+ 1 S0, Ko = piSel .
k=1

Then we know that given AY; and 7;, the conditional distribution of ®; is proportional to

2 exp {_ (©; — ;) (Eeiz/ﬂ')_l(@i — ;) } ‘

7

Thus, we have that ©;|AY;, 7, ~ N, (1i, Xe,/7:). Given AY;, the distribution of 7

f(m|AY;) = /f(@i,Ti|AYi)dG)i x Timip/2+”/2_1 exp {_

T (Km — Ko+ v) }
2 )

. . . . . mip+v 2
which is the gamma distribution G ( Rl oo +V).

Appendix B. Proof of Theorem 2

Firstly, we list the following lemma that will be used in the proof. The details of the
lemma can be found on page 107 of Rencher and Schaalje (2008).
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Lemma 1. If x is a random vector with a mean vector of 3 and a covariance matriz of B,

and if A is a symmetric matriz composed of constants, then E,(x' Ax) = tr(AB) + ' AS.

From Lemma 1, we can obtain the following result.
Lemma 2. Under the conditions of Lemma 1, for any constant vector 3y,

E; [(z — Bo) Az — Bo)] = tr(AB) + (8 — Bo) A(B — Bo).
Proof: Firstly, we can expand (x — By)'A(x — By) as follows:
(T — Bo)' Az — Bo) = (® — B) Az — B) — 2(x — B)A(B — Bo) + (B — Bo) A(B — Bo).
According to Lemma 1, we have
E, [(z — 8)'A(z — 8)] = tr(AB),

because E,[x — 8] = 0 and Cov,[x — 3] = B. Thus, the result holds.
Now we proceed to prove Theorem 2. Recalling that ¢,y = (©; — )2, (©; —n) and
O,|AY;, 7, T ~ N, (p,(s), E(G‘;z/n). According to Lemma 2, it is straightforward to obtain

B (Yo W) = (55758 7) () n) 55" ()
Then, we can obtain
() - B, [atla¥, 9] - . 1 (10,7, 90
= tr (37'28)) + B (r]aY, w0 () - n)/ =5t (W =)
Notice that

Uik = (AYis — AZ(1:4)0,) (WAS(tis)) ~ (AYix — AX(1:£)6))
= (0, — AZ (tix) AY; 1) (WAZ (1) 1 (©; — ATt 1) AY ).

Similarly, we can obtain that

E (Ti&,ﬂAYi, \I:<S>> — tr (Az(ti,kmglzg)) +E (mAYi, \I:<S>>

i

x (1 = AT () AYk) (AT (14) ! (1 = AT (14)AYg )
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Appendix C. Proof of Theorem 3

Taking the partial derivative of ) (\Il | \II(S)> with respect to i and setting it to zero

u —n) =0,

0Q(w|wW) = 1

gy = LB (rlavi v =g (
i=1

Solving the above equation can get the solution n®+1:

Yoy NES (Ti|AYia ‘I’(s)>

(s+1) _
S B (Ti’AYi, \II(S))

n

Taking the partial derivative of @) <\IJ | \Il(s)> with respect to  and setting it to zero

9Q (\I: | \1:<5>)

e =% Z[ 5%t 25t (u = m) (- ) =5 0.

Solving the above equation and substituting the optimal solution n**! into the result, we

have
Z?:l [Egz + E(r;|AY;, \I;(S))<uz(s) _ n(s—&-l))('u‘gs) n(s-i—l))/}

n

E(()s+l) _

Similarly, we take the partial derivative of @) (\Il | \Il(s)> with respect to €25 and set it to

Zero.

SO i 15 S s sl

=1 k=1

/
x Q71 AS (1) (1 = AT 10)AYi) (1Y - AT (LAY 95 =0,

Then we can get

T = 3 [ASSE, + BIAY B)
Z 1 i=1 k=1
x (U — ASTV(t ) AY ) (1) — ASTHE ) AY )
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