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Data analysis of progressive-stress accelerated life tests with 
group effects
Liangliang Zhuanga,b, Ancha Xu a,b, Binbing Wanga,b, Yuguo Xuea,b and Songzi Zhanga,b

aSchool of Statistics and Mathematics, Zhejiang Gongshang University, Hangzhou, China; bCollaborative Innovation 
Center of Statistical Data Engineering, Technology & Application, Zhejiang Gongshang University, Hangzhou, China

ABSTRACT
Progressive-stress accelerated life testing (PSALT) is a special type of 
experiment that tests the lifetime of a product with continuously varying 
stress levels. Due to the limitations of testing equipments and costs, the 
lifetime data collected by PSALT are usually censored and have group 
effects. In order to deal with the two characteristics in the data, this paper 
presents a novel PSALT model with group effects under progressive 
censoring. Two-stage and Gauss-Hermite quadrature methods are pro
posed to estimate the model parameters, while the interval estimates are 
constructed by bootstrap and the asymptotic theorem, respectively. 
Simulation studies are conducted to compare the proposed model with 
the traditional models without group effects in terms of the relative bias 
and root mean squared error under different scenarios. The results show 
that the proposed model can detect group-to-group variation, and that 
the models without group effects will result in large biases for estimating 
the characteristic lifetime of the product. Finally, the proposed model is 
validated by a real dataset.
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1. Introduction

1.1. Background

Life tests are essential for assessing the reliability of electrical, mechanical, and medical devices, etc. 
With the development of advanced technologies, traditional lifetime tests are no longer suitable 
because modern assets are highly reliable. Accelerated life testing (ALT) is a way to solve this 
problem by increasing certain environmental stresses to collect failures in a shorter period of time. 
By using ALT, the manufacturers can provide data showing how well a product works, how long it 
will last and how it will fail in the future. Determining a product’s life expectancy before it goes into 
production will prevent frustration and unnecessary additional warranty costs, which can reduce 
a company’s financial bottom line. The type of ALT can be classified according to its stress loading, 
for instance, constant stress, step stress, progressive stress, and cyclic stress (Nelson, 2009).

Among them, progressive stress ALT (PSALT) has the highest efficiency to shorten the lifetime 
of the assets and is flexible to be implemented. The stress loading is continuously increasing, which 
can expedite the test unit to fail and further reduces the total testing time. To the best of our 
knowledge, (Prot, 1948) was the first to study this type of stress loading on fatigue testing of 
materials. After that, PSALT was applied to test other products, e.g. capacitors (Starr & Endicolt,  
1961), insulations (Solomon et al., 1976), and integrated circuits (Chan, 1990). Except for practical 
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applications, statistical inference methods for PSALT data have also attracted many attentions in 
past decades (Yin & Sheng, 1987)– (Kumar Mahto et al., 2020). For example, (Lin & Fei, 1991) 
proposed a nonparametric approach to estimate the lifetime distribution under PSALT. (Mohie El- 
Din et al., 2017) utilized classical and Bayesian inference under PSALT when the lifetime of test 
units was assumed to follow a logistic exponential distribution.

The above studies on PSALT are all based on the assumption that the lifetime of test units is 
independent of each other. However, assets are assigned in a test stand for a certain stress 
acceleration scheme, and then the failures in the same chamber are no longer independent of 
each other. For example, (i) assets assembled by different sources of raw materials are assigned to 
the same test group, leading to the existence of batch effects (Seo & Pan, 2017); (ii) the stress is 
applied directly to the test stand instead of individual test assets, which will cause block effects in the 
resulting data (Kensler et al., 2014). It can be seen that both cases may result in a group structure, 
which means that the lifetimes within the same group may be correlated. If these correlations are 
ignored in data analysis, inaccurate results will be obtained. Moreover, with the limitation of testing 
time, the assets will be periodically removed at some certain time points during the testing process, 
and thus the collected data is progressively censored (Wang et al., 2014). Therefore, the data with 
group effects and progressively censored are common in PSALT.

1.2. Motivation

The research to be proposed is motivated by a real example from the insulating oil test (Nelson,  
2009). The experimenter increased voltage linearly with time at a specified rate, vi(V/s), in order to 
make specimens down faster, and the breakdown voltage was recorded. The dataset can be found in 
Table 1, which includes three groups, each containing 60 products and the failures are observed.

Due to the diversity of raw materials and stress profiles, group effects may exist in this experi
ment. To illustrate this situation, assume that the lifetime of unit in each group independently 
follows Weibull distribution, and that the relationship between scale parameter and the stress 
satisfies the inverse power law. We pool all the data together and estimate the model parameters by 
the maximum likelihood (ML) method. Then, the residuals between fitted cumulative distribution 
function (CDF) and empirical CDF are calculated. Figure 1 is a violin chart of the fitted residuals for 
each group. It can be intuitively seen that the differences among three groups are significant. For 
illustrating this point clearly, we perform analysis of variance (ANOVA) based on the residuals. 
Because the variance of each group is not homogeneous, we use Kruskal-Wallis (KW) test by ranks 
that is a nonparametric method to implement one-way ANOVA test (Kruskal & Wallis, 1952). The 
test statistic that reflects the variance in ranks is KW chi-squared statistic, which asymptotically 
follows the chi-square distribution under the null hypothesis that the medians of all groups are 
equal. More details can be found in (Kruskal & Wallis, 1952). Using the function kruskal.test() in 
R software, ANOVA for the residuals can be implemented easily. The value of KW chi-squared 

Table 1. The PSALT data of insulating oils (Nelson, 2009).

Groups vi(V/s) Breakdown Voltage(V)

34 34 34 35 35 35 36 38 38 38 38 39 39 39 40 40 40 40 41 41 41 41 41 41 42 42
1 10 42 42 42 43 43 43 43 43 44 44 44 44 44 44 44 45 45 46 46 46 46 46 47 47 47 47

47 48 49 49 49 50 51 52
34 36 37 39 42 43 43 43 44 45 45 45 45 45 46 46 46 46 46 47 47 47 47 48 48 48

2 100 49 49 49 49 49 50 50 50 50 50 50 51 51 52 52 52 52 52 53 53 53 53 53 53 53 53
53 54 54 54 55 55 55 58
41 41 51 51 51 51 53 53 53 53 54 54 54 54 55 55 55 55 56 56 56 56 57 57 57 57

3 1000 57 57 57 58 58 58 59 59 59 59 60 60 60 60 60 60 61 61 62 62 62 62 63 63 63 63
63 64 64 65 65 65 65 69
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statistic is equal to 72:041, and thus the p-value is 2:272� 10� 16 which is less than the significance 
level 0.05. Thus, we accordingly reject the null hypothesis and can conclude that there are 
significant differences between the test groups. That is, group effects exist in the data and should 
be included in the model. Otherwise, it may cause large bias in estimating the reliability of asset and 
results in wrong decisions (Seo & Pan, 2017; Zhuang et al., 2021). 

Based on the observed patterns of the data, our goal is to solve the following two problems: (1) 
How to build a model for the PSALT data under progressive censoring with group effects? (2) How 
to extrapolate the characteristics lifetime under usual operating conditions? As we can see, whether 
the second problem can be solved depends on the first problem, and the second one is a general 
issue concerned by the manufacturer, which will help make a series of reliability decisions, to name 
a few, warranty policy, inventory control, design of new product, and so on.

1.3. Related work

Traditional ways to analyze product reliability often assume that the data come from a randomly 
designed experiment (Meeker & Escobar, 1998; Zhang et al., 2022). Nonetheless, when external 
effects change (e.g. block or batch effects), the data may no longer be completely randomized, 
instead they usually lead to grouped structures of experimental units. (León et al., 2009) claimed 
that if these external effects are ignored in the model, it would cause unreasonable estimates of 
quantile lifetime and probabilities of failure at the usual stress level, as well as misleading predic
tions of the failure time for a new unit. Other studies have also emphasized the necessity to 
incorporate external effects into lifetime analysis (Feiveson & Kulkarni, 2000; Lv et al., 2017).

Several studies have been conducted to incorporate group effects into analysis. For usual stress 
test (UST), (Zhuang et al., 2021) considered both heavy censoring and batch effects in the model. 
And they found that ignoring the group effects in the interval failure data will cause inaccurate 

Figure 1. The residuals of each group.
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predicted number of failures. For constant stress ALT (CSALT), (Freeman & Vining, 2010) 
provided two-stage (TS) method to analyze data from designed experiments which contain sub
sampling. However, they only considered the point estimation of the model parameters, and the 
estimate bias cannot be neglected in the case of small sample size. More importantly, the interval 
estimation cannot be obtained by the TS method, which is more useful in describing uncertainty of 
parameters. Therefore, the TS method has been extended in recent years by (Wang et al., 2016,  
2019; Lv et al., 2019). For example, (Wang et al., 2016) developed a bootstrap method based on an 
unbiased factor, which could correct estimate bias and obtain interval estimation simultaneously. 
For step stress ALT (SSALT), (Seo & Pan, 2017) proposed a generalized linear mixed model to take 
the group effects into account under exponential distribution. They used adaptive Gaussian quad
rature and integrated nested Laplace approximation to estimate the model parameters. (Wang,  
2020) extended the model of (Seo & Pan, 2017) under the assumption of Weibull distribution.

The above works primarily deal with analyzing UST, CSALT and SSALT data for reliability 
experiments with group effects. However, the case of PSALT has not received much attention in the 
literature. In addition, they only considered conventional censoring schemes such as type-I 
censoring or type-II censoring, while progressive censoring allows the removal of test units at non- 
terminal points, and utilizes the available resources effectively, which is more flexible and efficient 
than conventional censoring schemes (Balakrishnan & Aggarwala, 2000; Montanari & Cacciari,  
1988). To fill this gap, in this article, we first construct a model for the PSALT data with group 
effects by introducing random variables into the scale parameter. To the best of our knowledge, it 
has been not well studied yet. Second, we incorporate progressive censoring scheme into the 
PSALT. According to this generalized censoring scheme, engineers can carry out more flexible 
experiment strategies in the design stage. Then, the TS and Gauss-Hermite (GH) quadrature 
methods are proposed to obtain the point estimates as well as interval estimates of the model 
parameters.

1.4. Overview

The rest of the paper is organized as follows. Section 2 introduces the modeling framework for 
PSALT with group effects under progressive censoring. Section 3 considers the statistical inference 
for the proposed model based on two different methods. Section 4 is devoted to simulation studies, 
in which the results of neglecting group effects are assessed under different scenarios. A case study is 
provided to illustrate the performance of the proposed model in Section 5. Finally, we give some 
conclusions and discussions of this paper.

2. Model

2.1. PSALT model with group effects

Let T be the lifetime of an asset and assume that T follows the Weibull distribution with scale and 
shape parameters a and b, respectively. The probability density function (PDF) and CDF of T are: 

f ðtÞ ¼
btb� 1

ab exp �
t
a

� �b
( )

and FðtÞ ¼ 1 � exp �
t
a

� �b
( )

; a; b> 0: (1) 

In PSALT, the scale parameter a is often assumed to have a relationship with the function of 
stress. In this paper, we assume the relationship satisfies the inverse power law, i.e. 

aðtÞ ¼
1

c½sðtÞ�d
; (2) 
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where c and d are the unknown parameters that are positive, and sðtÞ is the stress level, which is 
a function of t. Let s0 be the used stress level, and the corresponding characteristic lifetime is 
a0 ¼ ðcs0

dÞ
� 1. Furthermore, the cumulative exposure model (Nelson, 2009) is assumed in this 

paper, which means the distribution of the remaining life of a test asset depends only on the 
cumulative exposure it has received, no matter how it was exposed. For Weibull distribution, the 
shape parameters are empirically found to be correlated with the failure mechanism. Thus, we 
assume that b0 ¼ b1 ¼ � � � ¼ bk ¼ b to guarantee that the failure mechanism under PSALT remains 
unchanged. See (Nelson, 2009) for details. Let siðtÞ ¼ vit; i ¼ 1; . . . ; k, where vi is the increasing rate 
of stress in the i-th group which is a constant given by engineers before the experiment. Note that 
the linear form of siðtÞ is common in practical experiments and has been widely utilized in literature 
(Abdel-Hamid & Al-Hussaini, 2011; Mohie El-Din et al., 2017). Except for linear increasing stress, 
there are also other forms of varying stress in PSALT, such as: cyclical stress (Cheng & Elsayed,  
2017; Zhu et al., 2021; Kim & Sung, 2022), randomly varying stress (Gerville-Reache & Nikulin,  
2007; Zheng & Ellingwood, 1998). Furthermore, we introduce random variables μis to reflect group 
effects and assume that group effects are exerted to the scale parameter ai, which is given by 

� logðaiðt; μiÞÞ ¼ log cþ d logðvitÞ þ log μi; i ¼ 1; . . . ; k; (3) 

where log μi is assumed to follow normal distribution: 

log μi,Nð0; σ2Þ; i ¼ 1; . . . ; k: (4) 

σ2 is a variance component of the group effects and it is one of the unknown parameters in the 
model. Under the cumulative exposure model, the CDF under siðtÞ given μi for an asset in the i-th 

group is: GiðtjμiÞ ¼ FiðΔtjμiÞ; i ¼ 1; . . . ; k; where Δtjμi ¼

ðt

0

dw
1= μicvd

i wd½ �
¼

μicvd
i tdþ1

dþ1 , and Fið�Þ is the 

CDF defined by (1). Therefore, given μi, the PDF and CDF can be formulated as 

giðtjμiÞ ¼
λ
αi

t
αi

� �λ� 1

exp �
t
αi

� �λ
" #

and GiðtjμiÞ ¼ 1 � exp �
t
αi

� �λ
" #

; (5) 

respectively, where 

αi ¼
d þ 1
μicvd

i

� �1=ðdþ1Þ

and λ ¼ bðd þ 1Þ: (6) 

2.2. Progressive censoring

Progressive censoring is widely used in the reliability experiment. (Herd, 1956) was the first to 
discuss estimation of the population parameters based on progressively censored samples. (Cohen,  
1963) discussed the importance of progressive censoring in reliability experiments. Due to its 
effectiveness for saving experimental time, many scholars have incorporated progressive censoring 
scheme into reliability analysis in recent years (Chen et al., 2016; Wang et al., 2014; Singh et al.,  
2022; Mahto et al., 2022). There are two types of progressive censoring schemes, called type-I and 
type-II, which are introduced detailedly as follows:

(1) Type-I progressive censoring: In the i-th group, the experimenter conducts a life test at 
each fixed time (Ti1; . . . ;Timi ) until time to Timi , records the number of failures cij, and 
randomly remove Rij non-failed units at each fixed time.

QUALITY TECHNOLOGY & QUANTITATIVE MANAGEMENT 5



(2) Type-II progressive censoring: In the i-th group, the experimenter records the first mi 
failures: ðti1; . . . ; timiÞ. At the same time, when one unit fails, Rij non-failed units will be 
randomly removed.

Figure 2 shows the structure of the two censoring schemes for the i-th group. It is clear that there 
is a fundamental difference between the two schemes. In the case of type-I censoring, the duration 
of test is fixed and the number of failures is random, while in the case of type-II censoring, the 
duration of test is random and the number of failures is fixed. Without loss of generality, we mainly 
consider the case of type-II progressive censoring scheme, because the procedures of statistical 
inference are similar for the two cases.

Assume that there are k groups in the PSALT with progressive type-II censoring scheme. In the i- 
th group, a number of ni identical units are tested. And we suppose that the failure number is mi and 
the progressive censoring scheme is Ri ¼ ðRi1; . . . ;RimiÞ, where Rij � 0 and 

Pmi
j¼1 Rij þmi ¼ ni. Let 

ti1 < . . . < timi be the observed failures in the i-th group. At the j-th failure time tij, Rij units are 
removed, j ¼ 1; . . . ;mi. Specially, when Ri1 ¼ Ri2 ¼ . . . ¼ Riðm� 1Þ ¼ 0, Rimi ¼ ni � mi, which cor
responds to the conventional type-II right censoring scheme. Thus, the observed data 
is D ¼ f tij;Rij

� �
; i ¼ 1; . . . ; k; j ¼ 1; . . . ;mig.

3. Inference

In this section, two methods for estimating model parameters are briefly discussed. The first one is 
to use the TS method to obtain the point estimation and utilize bootstrap method to calculate the 
corresponding interval estimation. The second one is to carry out GH quadrature to approximate 
the likelihood function and the interval estimation of parameters can be computed by asymptotic 
normality theorem.

3.1. Two-stage method

The procedures of the direct TS approach with application to PSALT under progressive censoring 
with group effects are described as follows:

1. The goal of the first stage is to obtain the estimate θ̂ of θ, where θ ¼ ðα1; . . . ; αk; λÞ. Given the 
observed data D, the likelihood function is: 

L θð Þ ¼
Yk

i¼1
Ai
Ymi

j¼1
gi tijjμi
� �

1 � Gi tijjμi
� �� �Rij

" #

; (7) 

where Ai ¼ ni
Qmi� 1

s¼1 ni � s �
Ps

q¼1 Riq

� �
. Then, the log-likelihood function can be formulated as 

follows: 

Figure 2. Two types of progressive censoring for the i-th group.
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, θð Þ ¼
Xk

i¼1
log Ai þ

Xmi

j¼1
log gi tijjμi

� �
1 � Gi tijjμi

� �� �Rij
h i

( )

; (8) 

where gi tijjμi
� �

and gi tijjμi
� �

are expressed by (5). Taking the first partial derivatives of log- 
likelihood function in (8) with respect to θ and equating each to zero, we obtain the following 
equations: 

@,

@αi
¼
Xmi

j¼1

λ
αi
� ðRij þ 1Þ

λtλ
ij

αλþ1
i

 !" #

¼ 0; i ¼ 1; . . . ; k; (9) 

@,

@λ
¼
Xk

i¼1

Xmi

j¼1

1
λ
þ log

tij

αi

� �

1 � Rij þ 1
� � tij

αi

� �λ
" #( )

¼ 0: (10) 

Given λ, the solution of (9) is 

αi ¼

Pmi
j¼1
ðRijþ1Þtλ

ij

mi

� �1=λ

; i ¼ 1; . . . ; k: (11) 

Then, substituting (11) into (10), after some algebraic calculations, we get 

M
λ
þ
Xk

i¼1

Xmi

j¼1
1 �

ðRij þ 1Þmitλ
ij

Pmi
j¼1 ðRij þ 1Þtλ

ij

" #

log
tijm

1
λ
i

Pmi
j¼1 ðRij þ 1Þtλ

ij

� �1
λ

0

B
@

1

C
A ¼ 0; (12) 

where M ¼
Pk

i¼1 mi is the number of all failure units. The MLE of λ is the solution of (12) that can 
be computed using some iteration procedure, e.g. the Newton-Raphson iterative algorithm and the 
quasi-Newton method, which is denoted as λ̂. The existence of the solution of (12) is shown in 
Appendix. Replacing λ by λ̂ in (11), the MLE of αi can be obtained and denote it as α̂i.

2. The second stage aims to obtain the parameters in distribution of group effects. We take 
logarithm for (6), where αis is replaced by α̂is. In this stage, α̂is obtained in the first stage are treated 
as the ‘obsevations’ and let yi ¼ log α̂i. Then we have the following linear model: 

yi ¼ log α̂i ¼ β0 þ β1xi þ εi; (13) 

where xi ¼ log vi; β0 ¼
log ðdþ1Þ=c½ �

dþ1 ; β1 ¼ �
d

dþ1 and εi ¼ �
log μi
dþ1 . This is a typical linear model, where 

β0 and β1 are the intercept parameter and the slope parameter, respectively. The error terms εis are 
independent of each other for different groups, and follow normal distribution Nð0; σ2

εÞ, where 
σ2

ε ¼
σ2

ðdþ1Þ2 is the variance of εi. According to the Gauss-Markov theorem (Rao, 1965), the 
estimators of β1 and β0 are, respectively, given by 

β̂1 ¼

Pk
i¼1 xi � �xð Þ yi � �yð Þ
Pk

i¼1 xi � �xð Þ
2 andβ̂0 ¼ �y � β̂1�x; (14) 

where �x ¼ 1
k
Pk

i¼1 xi and �y ¼ 1
k
Pk

i¼1 yi. Then, using following formula to get the estimates of 
parameters ðb̂; ĉ; d̂Þ. 

QUALITY TECHNOLOGY & QUANTITATIVE MANAGEMENT 7



b̂ ¼ λ̂ β̂1 þ 1
� �

;

ĉ ¼ 1

β̂1þ1ð Þ exp β̂0
β̂1þ1

n o ;

d̂ ¼ �
β̂1

β̂1þ1
:

(15) 

Based on β̂0 and β̂1, we can get the residuals δ̂i ¼ yi � β̂0 � β̂1xi, i ¼ 1; 2; . . . ; k. Thus, the estimate 
of σ2 can be obtained by 

σ̂2 ¼
ðd̂ þ 1Þ

2Pk
i¼1 δ̂2

i
k � 1

: (16) 

By plug-in method, for any continuous function of the model parameters, e.g. Cðb; c; d; σ2Þ, the 
estimate could be C b̂; ĉ; d̂; σ̂2

� �
. Specially, for the characteristic lifetime at the normal used 

condition a0 ¼ ðcs0
dÞ
� 1, the estimate can be obtained by 

a0 ¼ ĉs0
d̂

� �� 1
: (17) 

Using the delta method, the interval estimate of certain continuous function of the parameters 
fαi; λ; i ¼ 1; � � � ; kg can easily be calculated (Zhuang et al., 2021). However, the estimate of σ2 is 
based on ‘pseudo sample’ α̂is, which implies that the interval estimate of σ2 cannot be calculated 
directly by the asymptotic normality theorem (Freeman & Vining, 2010). To solve this problem, we 
used bootstrap method to construct the interval estimates of the model parameters. This method 
has been widely used in reliability field, for example (Bera & Jana, 2022; Palayangoda & Ng, 2021). 
The procedure of the bootstrap resampling approach is provided in the Algorithm 1.

Algorithm 1: Bootstrap algorithm based on TS method.

Input: Observation data D.
Output: Point estimates and corresponding interval estimates for parameters #̂ ¼ ðb̂; ĉ; d̂; σ̂; â0Þ.

1 Obtain the estimate θ̂ based on the first stage;
2 for b in f1; 2; . . . ;Bg
3 Generate bootstrap sample D� from (5), when the parameter vector θ is replaced by θ̂;
4 Caculate b̂; ĉ; d̂; σ̂; â0, by Equations (15), (16) and (17), respectively;
5 end
6 Calculate the point and interval estimates of the parameters based on the bootstrap results in steps 

3 and 4.

Remark: There are several ways to implement bootstrap approach. Another bootstrap approach 
is a little different in generating bootstrap samples compared with Algorithm 1. Firstly, we generate 
B random numbers log μðBÞi from Nð0; σ̂2Þ, i ¼ 1; . . . ; k based on the model (4). Then, the bootstrap 

sample in each group from F t; μðBÞi ; σ̂
� �

in (5) can be generated. Other steps are the same as 
Algorithm 1. Since the results obtained by the two bootstrap methods are similar in the simulation 
studies, we only use Algorithm 1 to obtain the interval estimation of the model parameters.
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3.2. Gauss – Hermite quadrature

GH quadrature is a form of Gaussian quadrature for approximating intractable integrals. Compared 
with Monte–Carlo integration, GH quadrature could provide an accurate approximation for the 
integral with a much lower computational budget. (Seo & Pan, 2017) and (Wang, 2020) applied this 
method into SSALT with group effects. The GH quadrature applied in PSALT with group effects 
can be summarized as follows:

The marginal likelihood of all of the observations in all groups can be constructed by integrating 
out the group effect for each group and then multiplying the likelihoods of all groups. That is, 

Lð�Þ ¼
Yk

i¼1
Ai

ð1

� 1

Ymi

j¼1
gi tijjμi
� �

1 � Gi tijjμi
� �� �Rij

" #

π μi
� �

dμi; (18) 

where � ¼ ðb; c; d; σÞ is the vector that needs to be estimated, π μi
� �

is the PDF of μi, which follows 
log-normal distribution, π μi

� �
¼ 2πσ2μ2

i
� �� 1=2 exp � log2 μi= 2σ2ð Þ

� �
. Because the intractable inte

gration in the likelihood could not be solved in closed form, we use GH quadrature to achieve an 
accurate approximation of log-likelihood in (18). It is important to note that, in order to use GH 
quadrature, a term with the form e� x2 should exist in integral. Let μi ¼ exp

ffiffiffi
2
p

στi
� �

, the log- 
likelihood in (18) can be expressed as 

, �ð Þ ¼
Pk

i¼1
log

ð1

� 1

Qmi

j¼1
gi tijjτi
� �

1 � Gi tijjτi
� �� �Rij

" #

� e� τ2
iffiffi

π
p dτi

( )

þ
Pk

i¼1
logðAiÞ

�
Pk

i¼1
log

Pl

h¼1

Qmi

j¼1
gi tijjτih
� �

1 � Gi tijjτih
� �� �Rij

" #

� wihffiffi
π
p

( )

þ
Pk

i¼1
logðAiÞ;

(19) 

where l is the number of quadrature points, vihs are fixed evaluation points and wihs are the 
associated weights. The values of fðτih;wihÞ; h ¼ 1; . . . ; lg are related with l, and the details can 
be found in (Liu & Pierce, 1994). Notice that a small value of l will cause inaccurate approximation, 
while a large value of l will increase the computational cost. Thus, we choose l ¼ 20 as recom
mended by (Liu & Pierce, 1994). After approximating the log-likelihood in (19), the estimation of 
parameters is then achieved through numerical optimization algorithm, for instance, Newton- 
Raphson algorithm. However, the result for direct optimizing , �ð Þ is sensitive to the initial values of 
the parameters. The point estimate by the TS method is used as the initial value in this paper.

4. Simulation study

In this section, simulation studies are implemented to assess the proposed model and inference 
methods. We choose the number of group k ¼ 3; 5 and 7. For each k, five progressive censoring 
schemes (progressive or conventional type-II censoring) are considered with different sample sizes 
ni; i ¼ 1; . . . ; k. The details of the sample sizes and censoring schemes are summarized in Table 2. 
For each scenario, the data are generated from the Weibull distribution as specified in (5) with the 
model parameters ðb; c; dÞ ¼ ð1:5; 0:5; 2Þ. Thus, the values of β0 and β1 are equal to 0.597 and 
−0.667, respectively. Let the usual stress level be s0 ¼ 1 and thus the corresponding characteristic 
lifetime is a0 ¼ 2. In addition, variance component of group effects σ is assigned as 0, 0.3, 0.5 and 
0.8. σ ¼ 0 implies that there are no group effects in the model, for which case we want to show the 
performance or robustness of the proposed model when the model is misspecified. Under these 
settings, we will generate 1000 samples for each combination of parameters and censoring schemes.

In order to illustrate the necessity for considering group effects in PSALT data, we also add two 
other models for comparison. The first model assumes that all test units are randomly independent 
and the correlations of observations among groups are ignored, which corresponds to σ ¼ 0 in the 
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proposed model. The other model assumes that all groups have a common shape parameter, while 
the scale parameters of each group, aiðtÞ ¼ 1

c vitð Þd
, are different. The two models are denoted as 

‘pooled model’ and ‘fixed model’, respectively. For the pooled model, the parameter estimation will 
be obtained by ML method and the corresponding interval estimation can be calculated by the 
asymptotic normality theorem. For the fixed model, the parameters are estimated by TS approach. 
Thus, for a generated sample, we will fit the data by the three models, and for the proposed model, 
both TS and GH methods are utilized to estimate model parameters.

Tables 3–6 list the relative bias (RB) and the root-mean-squared error (RMSE) of parameter 
estimators #̂ ¼ ðb̂; ĉ; d̂; σ̂; â0Þ based on the three models under different simulation scenarios, where 
‘GH’, ‘TS’, ‘Pooled’ and ‘Fixed’ denote the results based on the proposed model with GH and TS 
methods, pooled model, and fixed model, respectively. For the estimates obtained from 1000 
samples, we find that there are many abnormal estimates based on the pooled and fixed models, 
especially in the case of large σ. To make the results comparable, we remove the 10% upper and the 
10% lower of 1000 estimates in each model. The RB and RMSE for the rest 800 estimates are defined 
as follows:

RB ¼
1

800

X800

i¼1

#̂i � #

#
; RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
800

X800

i¼1
#̂i � #
� �2

v
u
u
t : (20) 

Table 2. The progressive censoring schemes for k ¼ 3; 5 and 7.

n1; . . . ; nk v1; . . . ; vk r1; . . . ; rk R1; . . . ; Rk
1 ð20; 15; 10Þ ð0:2; 0:3; 0:4Þ ð12; 9; 6Þ R1 ¼ ð0; . . . ; 0; 8Þ

R2 ¼ ð0; . . . ; 0; 6Þ
R2 ¼ ð0; . . . ; 0; 4Þ

2 ð20; 15; 10Þ ð0:2; 0:3; 0:4Þ ð12; 9; 6Þ R1 ¼ ð8; 0; . . . ; 0Þ
R2 ¼ ð4; 0; . . . ; 0Þ
R3 ¼ ð4; 0; . . . ; 0Þ

3 ð20; 15; 10Þ ð0:2; 0:3; 0:4Þ ð12; 9; 6Þ R1 ¼ ð4; 0; . . . ; 0; 4Þ
R2 ¼ ð2; 0; . . . ; 0; 2Þ
R3 ¼ ð2; 0; . . . ; 0; 2Þ

4 ð20; 15; 10Þ ð0:2; 0:3; 0:4Þ ð12; 9; 6Þ R1 ¼ ð1; . . . ; 1; 0; . . . ; 0Þ
R2 ¼ ð1; . . . ; 1; 0; . . . ; 0Þ
R3 ¼ ð1; . . . ; 1; 0; . . . ; 0Þ

5 ð20; 15; 10Þ ð0:2; 0:3; 0:4Þ ð12; 9; 6Þ R1 ¼ ð0; . . . ; 0; 1; . . . ; 1Þ
R2 ¼ ð0; . . . ; 0; 1; . . . ; 1Þ
R3 ¼ ð0; . . . ; 0; 1; . . . ; 1Þ

6 ð30; 25; 20; 15; 10Þ ð0:2; . . . ; 0:6Þ ð18; 15; 12; 9; 6Þ R1 ¼ ð0; . . . ; 0; 12Þ
R5 ¼ ð0; . . . ; 0; 4Þ

7 ð30; 25; 20; 15; 10Þ ð0:2; . . . ; 0:6Þ ð18; 15; 12; 9; 6Þ R1 ¼ ð12; 0; . . . ; 0Þ
R5 ¼ ð4; 0; . . . ; 0Þ

8 ð30; 25; 20; 15; 10Þ ð0:2; . . . ; 0:6Þ ð18; 15; 12; 9; 6Þ R1 ¼ ð6; 0; . . . ; 0; 6Þ
R5 ¼ ð2; 0; . . . ; 0; 2Þ

9 ð30; 25; 20; 15; 10Þ ð0:2; . . . ; 0:6Þ ð18; 15; 12; 9; 6Þ R1 ¼ ð1; . . . ; 1; 0; . . . ; 0Þ
R5 ¼ ð1; . . . ; 1; 0; . . . ; 0Þ

10 ð30; 25; 20; 15; 10Þ ð0:2; . . . ; 0:6Þ ð18; 15; 12; 9; 6Þ R1 ¼ ð0; . . . ; 0; 1; . . . ; 1Þ
R5 ¼ ð0; . . . ; 0; 1; . . . ; 1Þ

11 ð40; 35; . . . ; 15; 10Þ ð0:2; . . . ; 0:8Þ ð24; 21; . . . ; 9; 6Þ R1 ¼ ð0; . . . ; 0; 16Þ
R7 ¼ ð0; . . . ; 0; 4Þ

12 ð40; 35; . . . ; 15; 10Þ ð0:2; . . . ; 0:8Þ ð24; 21; . . . ; 9; 6Þ R1 ¼ ð16; 0; . . . ; 0Þ
R7 ¼ ð4; 0; . . . ; 0Þ

13 ð40; 35; . . . ; 15; 10Þ ð0:2; . . . ; 0:8Þ ð24; 21; . . . ; 9; 6Þ R1 ¼ ð8; 0; . . . ; 0; 8Þ
R7 ¼ ð2; 0; . . . ; 0; 2Þ

14 ð40; 35; . . . ; 15; 10Þ ð0:2; . . . ; 0:8Þ ð24; 21; . . . ; 9; 6Þ R1 ¼ ð1; . . . ; 1; 0; . . . ; 0Þ
R7 ¼ ð1; . . . ; 1; 0; . . . ; 0Þ

15 ð40; 35; . . . ; 15; 10Þ ð0:2; . . . ; 0:8Þ ð24; 21; . . . ; 9; 6Þ R1 ¼ ð0; . . . ; 0; 1; . . . ; 1Þ
R7 ¼ ð0; . . . ; 0; 1; . . . ; 1Þ
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From Tables 3–6, we can get some clear conclusions.

(1) For the case without group effects (σ ¼ 0), the RBs and RMSEs based on all the three models 
are close to each other, although the true model is the pooled model. Such a result indicates 
that when the model is misspecified, the proposed model can still fit the data well, and 
provides reasonable estimates of the model parameters. For estimating the characteristic 
lifetime a0, the RMSEs based on the proposed model are almost the same as these based on 
the true model, while the fixed model performs the worst among the three models in this case.

(2) For the data with group effects (σ ¼ 0:3; 0:5; 0:8), the proposed model can capture group 
effects in the data, and the RBs and RMSEs of estimates for the model parameters vary 
slightly. As a comparison, the RBs and RMSEs based on the pooled model increase 
significantly as σ increases. Specially, when estimating the characteristic lifetime a0, neglect
ing group effects will lead to large biases and variations. Compared with other two models, 
the performance of the fixed model is a compromise. The RBs and RMSEs based on the fixed 
model are slightly worse than these based on the proposed model, but much better than 
these based on the pooled model.

(3) For the GH and TS methods, as we can see from Tables 3–6, regardless of the magnitude of 
σ, the RBs and RMSEs based on the GH method are almost smaller than the corresponding 
results based on the TS method. This result is not surprising, because the estimates based on 
the GH method are the ML estimates, which could have higher efficiency than the TS 
estimates.

For visualizing these results much better, a box plot is drawn to show the performance of the 
three models. Figure 3 shows all the point estimates of # based on the three models under the sixth 
progressive censoring scheme listed in Table 2. The horizontal dashed line in each figure represents 
the true value, and the red solid point represents the average value of 800 point estimates. For 
estimating the characteristic lifetime a0, the GH method based on the proposed model leads to the 
smallest RMSEs under all the scenarios.

5. Case study

In this section, we will reanalyze the PSALT data of insulating oils listed in Table 1. The lifetime data 
of the specimens at each group can be obtained through the breakdown voltage divided by the stress 
rate vi. As suggested by (Nelson, 2009), we assume the lifetime of each unit follows the Weibull 
distribution and the relationship between scale parameter and stress satisfies the inverse power law. 
According to the Kolmogorov-Smirnov test, we find that the test p-value is greater than 0.05, which 
suggests accepting the null hypothesis: the lifetime data follow a Weibull distribution.

Firstly, three models (the proposed model, pooled model and fixed model) are used to fit the 
data. The Akaike Information Criterion (AIC) is utilized to select the best model among the three 
candidates. The results of the parameter estimates and AIC values for different models are listed in 
Table 7. As can be seen, the AIC values of the proposed model using GH and TS methods are much 
smaller, which indicates that the propose model fits the data best. The 90% interval estimates of the 
model parameters are obtained by bootstrap approach, which are shown in Figure 4. From Figure 4, 
we can see that the lower bound of the 90% interval estimates of σ based on GH is significantly 
larger than 0.1, which also implies that group-to-group variation exists in the dataset. Figure 5 
shows the residuals based on different models. It can be seen that for the proposed model, the 
residuals for each group are significantly reduced, and they are well balanced among the groups. 
The sum of squared residuals obtained by GH and TS are 0.216 and 0.212, respectively, which are 
much lower than the results based on other two models (Pooled: 0.315 and Fixed: 0.311). In 
addition, we use KW test to verify whether the residual values of each group based on the proposed 
model are significantly different, and the p-values of the KW test for GH and TS are 0.1729 and 
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0.1101, respectively, which are greater than the significance level 0.05. While for the pooled model 
and the fixed model, the p-values of the KW test are 2:272� 10� 16 and 1:636� 10� 8, respectively, 
which means that the heterogeneity still exists among groups. Thus, the proposed model can 
capture the group effects, and fit the data sufficiently.

When the model has been determined, the estimate of the characteristic lifetime a0 with normal 
used condition s0 ¼ 30V can be obtained. As listed in Table 7, the estimates of a0 based on the 
pooled and fixed model are 100.698 and 76.981, respectively, while the estimates based on GH and 

Figure 3. Box plots of point estimates under different σ. The horizontal dash line of each plot denote the true parameter values 
and the red solid points represent the average value of point estimates.
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TS are, respectively, 96.562 and 94.777. As shown in the simulation study, when the group effects 
exist, the estimate bias is not ignorable for the pooled and fixed models. The AIC and residual 
analysis have indicated the existence of the group effects. Thus, the estimates of a0 obtained by GH 
and TS may be more reasonable.

6. Conclusion and discussion

In this article, we have proposed a new model for PSALT data under progressive censoring with 
group effects. From a practical point of view, the model can not only consider the heterogeneity 
among groups, but also provide a flexible censoring scheme for engineers. To infer the point and 
interval estimation of the model parameters, GH and TS methods are developed. Both approaches 
are effective to obtain the estimates when the model has group effects. In the simulation studies, we 
compare the proposed model with other two alternatives, and find that the proposed model can fit 
the data well whether the data have group effects or not, and also can provide reasonable estimates 
of the characteristic lifetime. For analyzing the PSALT data of of insulating oils, we find that the 
heterogeneity is significant among groups, and the proposed model can fit the data well.

The aim of performing PSALT is to predict the characteristic lifetime under the normal used 
condition, which will directly reflect the reliability of product and affect the formulation of 
warranty strategy. Therefore, engineers should carefully check the possible group structure of 
an experiment and incorporate this group effect into their model. (Seo & Pan, 2017) recom
mended that when analyzing the lifetime data collected by ALT, both the traditional model and 
the model with group effects can be used for fitting data, then choose a better model based on the 
results or certain criterion. While, in our simulation, we found that the proposed model performs 

Table 7. Model comparison for PSALT data.

Estimates

AIC b̂ logð̂cÞ d̂ σ̂ â0

GH −523.739 0.772 −53.784 14.800 0.206 96.562
TS −543.125 0.772 −54.054 14.818 0.211 94.777
Pooled −459.823 0.771 −54.307 14.890 - 100.698
Fixed −473.297 0.778 −52.262 14.352 - 76.981

Figure 4. Point estimates (dots) and 90% interval estimates (corresponding lines) for different models.
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similarly to the pooled model when the group effects do not exist in the data. Thus, an alternative 
suggestion is that the PSALT data can be analyzed using the proposed models regardless of 
whether the experiment contains group or cluster structure caused by different raw materials or 
different test stands, and then judge the existence of group effects according to variance compo
nent or performing residual analysis. For engineers, this is a faster and more convenient way to 
operate the process. However, the model has a drawback, for example, when the group effect is 
large and the number of groups is small, the performance of the proposed model will be limited. 
One strategy is to utilize Bayesian methods to analyze the data based on the proposed model. An 
alternative approach may be using the field data to jointly infer product characteristics under 
normal used condition (Pan, 2009).
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Appendix

Based on Eq. (10), let Yij ¼ tij=αi
� �λ, and f ðλÞ be a function of λ: 

f ðλÞ ¼
M
λ
þ

1
λ

Xk

i¼1

Xmi

j¼1
log Yij �

Xk

i¼1

Xmi

j¼1
Rij þ 1
� �

Yij log Yij

" #

;

where M ¼
Pk

i¼1 mi is the number of all failure units. Based on our assumption that tij follows Weibull distribution, 
it can be obtained that Yij, expð1Þ. According to the law of large numbers, it can be known that 
Pk

i¼1

Pmi

j¼1
log Yij ! M � E log Yij

� �
, and

Pk
i¼1
Pmi

j¼1ðRij þ 1ÞYij log Yij ! N � EðYij log YijÞ, where N ¼
Pk

i¼1 ni. Thus, 

the following results can be obtained: as N !1, 

f ðλÞ !
ð1 � γÞðM � NÞ

λ
with probability 1;

where γ ¼ 1þ
ð1

0
lnðxÞe� xdx, and 1 � γ is Euler’s constant greater than 0. When λ tends to 0þ, we have 

limλ!0þ f ðλÞ ¼ þ1. When λ tends to positive infinity, we have limλ!þ1 f ðλÞ< 0. In addition, f ðλÞ is 
a continuous function. Thus, there is an intersection of f ðλÞ and 0 with probability one.
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